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In the last two decades, interest in cognitive biases has rapidly grown across various fields of study. The research so far has shown that cognitive biases have significant and sometimes adverse effects on decision making. Thus, it is increasingly being argued that classroom teaching of critical thinking needs to include instruction and training that help students understand cognitive biases and reduce their negative effects on judgment and decision making. Teaching students to be aware of biases and to develop and maintain strategies to reduce their influence is known as debiasing.

The purpose of this paper is to provide an overview of cognitive biases and a framework for debiasing proposed by Wilson and Brekke (1994). Two approaches, modifying the person and modifying the environment, are discussed to help teachers introduce activities and strategies to mitigate biases.

Research and interest in cognitive heuristics (shortcuts in thinking) and cognitive biases (thinking predispositions or tendencies) has grown rapidly in the past 10 to 15 years. What is known about cognitive biases today owes much to work drawn from behavioral economics, social psychology, decision making, and error studies. Recently, the cognitive bias discussion has found a much wider audience with the publication of popular science books such as *Nudge* by Richard Thaler and Cass Sunstein (2008), *Predictably Irrational* by Dan Ariely (2009), Daniel Kahneman’s *Thinking, Fast and Slow* (2011), and Robert Cialdini’s *Pre-suasion* (2016). These books provided the general public with a fascinating and, in some ways, unsettling look into how we think. The research demonstrated that judgments and decisions often emerge from taking thinking shortcuts, relying on our intuitions and feelings, and attending to certain stimuli while ignoring others. Some of the biases that emerge from these cognitive processes include confirmation bias (to look for or interpret information that confirms a previous belief), in-group bias (a tendency to favor members of your in-groups) and the aptly named ostrich effect (the tendency to ignore negative situations).

Difficulty Correcting for Cognitive Biases
For the most part, our cognitive processes work efficiently in getting us through daily life. We act and behave in ways that efficiently solve the problems and complexities that we typically encounter (Bloom, 2016). However, our brains have a limit to the amount of information processing that can be done in a short period of time (Haselton, Nettle, & Murray, 2015), and as a result, the brain often favors using mental shortcuts and general rules in an attempt to make the decisions and judgments simpler (Tversky & Kahneman, 1974). These shortcuts and general rules allow us to make decisions quickly, are energy efficient, free up cognitive processing, and are quite effective. In our evolutionary history, most of which has been as hunter-gatherers, the speed and rightness of decision-making, often on the availability of little evidence, has frequently made the difference between survival or death (Haselton et al., 2009). However, one by-product of this fast, intuitive
thinking is that because we use these predisposed patterns of thinking, we are prone to errors, such as cognitive blind spots, over-generalizations, and stereotyping. These unequal thinking patterns, or cognitive biases, are one way that thinking can give rise to systematic and predictable error tendencies (Ariely, 2009).

Kahneman (2011) argued that there are two main ways of thinking, derived to serve different purposes. One is a fast, automatic, and intuitive style (referred to as System 1), while the other is slower, reflective, and more rational (System 2). Cognitive biases can emerge from either style of thinking. While the dual-processing System 1 and 2 approach has been criticized as being too simplistic to express the whole complexity of cognitive processes (Melnikoff & Bargh, 2018), it has been a widely accepted and useful model for understanding how many cognitive biases emerge as the consequence of intuitive thinking.

Croskerry, Singhal, and Mamede (2013) provided a summary of the origins of such intuitive thought processes as being from four processes: (a) hard-wired instincts and intuitions, (b) our emotions, (c) attitudes and thought processes rooted in our social and cultural learning contexts, and (d) our implicit learning of societal norms or expectations. The intuitive origin of some biases means that it is difficult, if not impossible, for individuals to become consciously aware of them and correct them (Beaulac & Kenyon, 2018). Cognitive bias is also formed by blending intuitive and intentional processes and moving back and forth between the two (Melnikoff & Bargh, 2018). However, correction can be done. Some research has shown that when speaking another language, the slowed cognitive processing leads to a reduction of cognitive biases (e.g., Kesar, Hayakawa & An, 2012).

What Is Debiasing?
Cognitive biases tend to be the result of fast, intuitive thinking. As this kind of thinking tends to be at the level of the unconscious, the very nature of the thinking raises serious challenges to the question of how biases can be reduced, mitigated, or removed completely. Debiasing refers to the attempt to address this question.

Wilson and Brekke (1994) provided a useful framework for understanding how debiasing works in educational contexts (see Figure 1). The model describes the process of debiasing in seven stages. For a learner to make effective decisions, they must move through each stage (indicated by the arrows in Figure 1) by developing an awareness of their biases and applying strategies to mitigate them. Debiasing failure occurs when individuals fail to meet the objectives required at any stage of the process. The framework explains that a cognitive bias begins when an unwanted mental process is triggered. To mitigate the unwanted bias, one must be able to detect it. Detection is challenging because it is an unconscious process by which we form judgments with no
Can Debiasing Be Taught?

Some scholars have claimed that teaching critical thinking to help students develop debiasing techniques is ineffective because cognitive biases are deeply rooted and immune to critical thinking instruction (e.g., Mercier & Sperber, 2011; Willingham, 2007; Wilson, Centerbar, & Brekke, 2002). In contrast, supporters of critical thinking approaches to teach debiasing have stressed that the lack of empirical evidence is due to the rather narrow definition attributed to critical thinking. Kenyon and Beaulac (2014) have been skeptical of educational practices that focused on explicit teaching of strategies to remove common cognitive biases. They consider this to be the intuitive approach (IA) to teaching debiasing and question its efficacy as a method to teaching debiasing. They do, however, point towards teaching biases explicitly as a first step and suggest training teachers to apply situational constraints to debias otherwise distorted judgments. Despite the negative opinions from previous research, we argue that teachers can provide activities that raise student awareness of bias in their thinking. In the next section we provide some suggestions based on trial and error to carry out a critical thinking approach to student debiasing in an academic reading and writing course. We implemented exercises to raise student awareness and help them choose strategies to mitigate biased reasoning utilizing Wilson and Brekke's (1994) model as a framework. 

Triggering a Bias

Teachers can begin by triggering a bias in their students. This enables learners to understand that they are susceptible to committing biased reasoning. An effective start is to introduce the anchoring heuristic, which is a priming effect whereby initial exposure to an anchor, such as a number, serves as a reference point and influences subsequent judgments. People tend to adjust an estimate or value based on the reference point or anchor presented regardless of whether the anchor is reasonable or not. Teachers ask a simple question that includes different reference points presented to two groups of students. Then each group is required to give a more specific estimate. For example,

**Group 1**

a) Is the length of the Mississippi River greater or less than 3000 miles?
b) What is the length of the Mississippi River?

**Group 2**

a) Is the length of the Mississippi River greater or less than 300 miles?
b) What is the length of the Mississippi River?

Students are unlikely to know the length of the Mississippi River in miles, so the numbers 300 and 3000 are suitable anchors that led to faulty estimates based on the information presented. Group 1 (3000 miles reference point) had a medium estimate of 1250 miles; whereas, Group 2 (300 miles) had a medium estimate of 455 miles. These results provide evidence of an anchoring effect in which students' judgments were influenced by an uninformative number (Kahneman, 2011).

The confirmation bias exercise is another effective activity to help learners trigger a bias. For this exercise, students have to discover a “rule” that is only known to the teacher. Students are given the numbers 2-4-6 and told that this series of numbers fits the rule. They write three numbers on the handout (see Appendix A), and the teacher tells them whether the three numbers fit the rule or not. Students have an unlimited number of attempts to decipher the rule until they feel confident that they know the rule. Most students quickly assume that the rule is a series of even numbers, which increase by multiples of two. The confirmation bias is shown when students denote a strong level of confidence in their answers after verifying only two or three series of numbers (e.g., 4-8-16, 6-12-18) with their teacher. Few students will attempt to falsify their hypothesis by providing a series of numbers that test a different rule, such as a series of odd numbers or numbers that decrease. The rule is simply “a sequence of ascending numbers.” Students are often shocked after learning how quickly and confidently they confirmed an initial belief without checking other possibilities. Students then realize how confirmation bias can affect other decisions, such as looking for sources or choosing argumentative essay topics.

After students realize that they are susceptible to cognitive biases, teachers can help them foster an awareness of other common cognitive biases. Teachers can assign students one or two biases to research and present in small groups. Students are encouraged to incorporate exercises to trigger biases in their groups then explain them in more detail using examples. There are plenty of resources on the Internet as well as in the books mentioned earlier that offer clear explanations and examples for students to start exploring different cognitive biases. One of the biases assigned in our course was the base rate fallacy (people place more weight on new information and unconsciously...
fail to consider the original data or base rate to make a judgment). Students usually find intriguing examples to illustrate the bias such as the scenario in Appendix B, and these exercises are distributed to their group members. Students answer the exercises individually and then discuss their choices in groups. Other popular cognitive biases to assign students to research are the affect heuristic (using emotions such as fear, pleasure, or fear to solve problems quickly), the availability heuristic (relying on immediate examples that come to a given person’s mind when evaluating a specific topic, concept, or decision), and the hindsight bias (the tendency for people to perceive events that have already occurred as having been more predictable than they actually were before the events took place).

Building Awareness of Cognitive Biases

For the next stage of the mental contamination model, teachers give students scenarios to help them build awareness of the consequences of biased thinking. One scenario has students doing peer assessment on a short essay. Another scenario has groups of students choosing the most qualified editor to run a local newspaper. Exercises that examine desirable qualifications, stereotypes generated from the candidate’s appearance, and personal beliefs about newspaper companies are discussed in groups or as a class so students become aware that cognitive biases can occur in many situations. The aim of these scenarios is for students to realize how knowledge of personal information or ambiguous evaluation criteria can lead to subjective decisions when assessing a piece of writing or hiring a person for a job. These two scenarios challenge students to begin thinking about how much biases can shape decisions and slant judgments.

Removing Biases

From our experience, the most challenging task for teachers is having students apply debiasing strategies and techniques because it involves training them to slow down their mental processes, which is the next stage of the mental contamination model. Debiasing approaches largely fall under two categories: modifying the person and modifying the environment.

Modifying the Person

The first debiasing approach, modifying the person, entails teaching corrective strategies in which learners can apply a strategy to avoid or mitigate a cognitive bias. The type of instruction depends on the type of situation and the cognitive bias being mitigated; for example, knowledge of probability and statistics can help mitigate the conjunction bias (the faulty assumption that specific conditions are more probable than a single general one). Introducing decision devices is effective in reducing biased judgments as it transforms the decision environment.

One way to help students detect and mitigate biases is to teach them how to analytically reconstruct arguments and data (van Eemeren & Grootendorst, 2004). This approach can reveal various biases such as the belief bias, which is the tendency to accept one’s conclusions as true because they are believable instead of being logically valid (Leighton & Sternberg, 2004). Writers are often unaware of their assumptions and the extent to which these can bear on their reasoning. The effort to analyze the components of an argument can render such commitments explicit, thereby allowing a writer to become aware of their biased reasoning. The following argument has been used in our class to examine deductive thinking.

The United Nations is useless and should be shut down. The U.N. has been unable to prevent conflict and war for the last 20 years around the world, even though it has been supplied with peace-keeping forces at great expense to member nations.

This argument is flawed because its premises contain assumptions. For instance, it presents a simplified perspective on the responsibilities of the U.N. by judging effectiveness solely on its ability to stop war. In addition, the writer has not considered that the number of conflicts may be larger if not for the efforts by the United Nations. Having students identify premises and conclusions are helpful activities in the early stages of the writing process and can be beneficial for framing sound arguments.

Debiasing through instruction education is grounded in the belief that teaching logic, and in some cases, probability and statistics can facilitate more objectivity and reduce biased reasoning. Students who have a strong foundation in logic, statistics, and argumentation might be more likely to discover their own biases. An activity that demonstrates this claim is Tversky and Kahneman’s (1983) well-known “Linda problem,” which illustrates the conjunction bias. In our course, we followed the original version by presenting a description of Linda, a fictitious person, as a 31-year-old activist deeply concerned with issues of discrimination and social justice. Then we asked the participants which of the following possibilities is more likely: (a) Linda is a bank teller, or (b) Linda is a bank teller and is active in the feminist movement? A majority of our students chose the second option, thereby transgressing an elementary rule of probabilities: The conjunction of two conditions cannot be more probable than one of the events alone. Tversky and Kahneman (1983) asked this question of graduate students who had taken a statistics course. Only 36% committed the fallacy as opposed to 85 to
90% of college students who had not taken a statistics course. The results indicated that, at least in certain instances, the development of statistical knowledge and deductive skills can work as a safeguard against systematic errors of intuitive reasoning. We also presented basic statistics and probability exercises in our course to reduce these types of biases. The results were similar to those seen in Tversky and Kahneman’s research.

Another activity is to have students look at issues from different perspectives. Having students identify stakeholders who have a vested interest in an issue (e.g., hosting the Olympics) can help them develop multiple perspectives. This type of exercise helps prevent narrow thinking, which is a common bias when we fail to consider enough possible future outcomes when making our decisions. When writing an argumentative essay in an academic writing course, learners can be required to use prewriting routines to collect different perspectives from various sources before choosing a position. In-class discussion activities in which students argue from an opposing perspective can also be used to force students to consider different viewpoints more carefully. Assignments that incorporate counter arguments and refutations can be invaluable to show that a writer has undertaken considerable analysis and reflection (applying System 2 thinking) in researching the topic.

Checklists encourage learners to use systematic approaches to complete writing tasks. They can also be used to minimize errors and biases, such as the bias blind spot where people think they are less susceptible to biases than others. According to Hales and Pronovost (2006), checklists can ensure that specific tasks have been completed by referring to a list of criteria. At each stage of the drafting process, learners can be given a checklist of tasks to be completed before submitting an essay. The advantages of checklists are most advantageous in reviewing written work at the final stage when, in most cases, teachers are expecting a polished piece of writing. Eventually, students should be encouraged to design their own checklists to use in subsequent assignments.

Modifying the Environment

The second approach focuses on modifying the environment by designing one’s decision-making environment in a way that prevents or offsets predictable biases (Arnott, 2006; Kahneman, Lovallo & Sibony, 2011; Klayman & Brown, 1993). One approach to debiasing is to change the decision-making environment by eliminating the incidence of bias before it occurs. For example, anticipating a common potential error, someone designing a decision-making environment (a “choice architect”) can structure that environment to “nudge” choices in wise directions (Thaler & Sunstein, 2008). Nudges are designs that use psychological principles to influence behavior for the better by pushing people in a specific direction. Nudges do not restrict choice and help people avoid making poor decisions (Ly, Mazar, Zhao & Soman, 2013; Thaler & Sunstein, 2008). A manager placing bottled water near the check-out counters instead of soda cans to encourage people to buy less soda can qualify as a nudge, but completely eliminating soda cans from the store does not.

Without realizing it, most of us use nudges in our everyday life, from hiding money somewhere in our home or wallet in case of an emergency to setting our alarm clock away from the bed to force us to get up to turn it off. A good activity to begin with is to draw on student experiences using nudges and let them discuss why they are used. Students have often mentioned digital apps that help them save money, exercise, and limit time on the Internet. Academic writing teachers can also incorporate nudges into the writing process to help learners make wise decisions, for instance, requiring students to use an extension that examines spelling and grammar (Grammarly is one popular option that offers this feature). In addition, notifications can be added when students add or resolve comments during peer feedback. These notifications inform peers that changes have been made to a document they shared.

Another nudge a teacher can use is establishing the default option when doing an activity. For example, in an academic writing course, when offering students several choices for drafting their essays, a nudge could be to make the preferred option (or default) be working on an e-portfolio that has links embedded to exercises and online tools for editing. According to the research on the use of defaults, students are unlikely to opt out of using these embedded procedures (Chapman et al., 2010; McKenzie, Liersch, & Finkelstein, 2006). In this way, students are implicitly choosing the recommended course of action. Using a template for students to input evidence to support their claims in an essay is another area where defaults can influence what is required to build a sound argument. For example, a template can direct students to specify their premises and conclusion. Modifying the environment begins with teacher-initiated nudges, but eventually the goal should be to develop a capacity in students to modify their own environment.

Nudges can also be utilized to facilitate reflection. Significant decision biases often derive from an under-reliance on the slower and more rational System 2 (or an over-reliance on the quick, intuitive System 1) and can thus be reduced by nudging learners to deeply reflect on their decisions. Such nudges require people to devote more time and attention to a decision, often by more explicitly elaborating on their objectives and plans.

Activities that can slow down thinking are forced breaks, partitioning work, planning prompts, and checklists. Forced breaks are natural breaks that are imposed on choice
processes, and these breaks lead to slower decisions and deeper processing. Partitioning work, such as allotting separate times to accomplish a series of tasks, can help students to learn to regulate their learning. Planning prompts have learners formulate a feasible design to complete a desired task. They have also been successful in nudging students to follow through on their intentions. An example of a planning prompt is allowing students to individually determine the submission dates for their essay drafts. Shortly after deciding on a plan, students are encouraged to articulate it to other classmates to induce reflection. When an individual is prompted to decide on the when, where, and how of an intended action (i.e., deadlines for an essay), the plan forms a commitment that is psychologically difficult to break (Gollwitzer & Sheeran, 2006). Lastly, checklists slow down thinking by having students systematically examine specific features of their writing before submission or during revision. Checklists, for example, can ask learners to review their essays for formatting issues or citation errors.

Conclusion
The main objectives of this paper are to explain the role cognitive biases have in hindering the decision-making process and introduce the process of debiasing and its importance in critical thinking instruction and the teaching of academic writing. We contend that to apply debiasing strategies and nudges effectively, moving beyond the intuitive approach and instructing students to build a repertoire of strategies is essential. Debiasing is a complex multifaceted process that needs repeated practice and time for reflection. Critical thinking education in academic writing courses should include extensive practical guidance on how to apply debiasing strategies and structure one’s environment to create optimal decisions. By following a systematic model such as that of Wilson and Brekke (1994) and integrating activities that foster an awareness of cognitive biases, teachers can provide their students with more meaningful instruction to help them acquire the skills to think and write in a more rational manner.
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**Appendix A**

**Confirmation Bias Exercise**

<table>
<thead>
<tr>
<th>Number Series</th>
<th>Fits? Yes/No</th>
<th>Proposed Rule</th>
<th>% Confidence*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2 - 4 - 8</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*0% = no confidence, 100% = complete confidence
Appendix B

Exercise for Examining Base Rates

Scenario:
The local university consisting of 1000 students has started using a computer program that detects plagiarism in student essays. Each year the software checks every student’s essay once. The software has a false positive rate of 5%. Every year it mistakes 5% of original, non-plagiarized essays for plagiarized ones. However, the software never fails to detect a truly plagiarized essay. All essays that are truly plagiarized are detected—cheaters are always caught.

Plagiarism at the university is not very common. On average, one out of a thousand students will commit plagiarism in their essays. Recently, the software detected that an essay handed in by John, a 1st-year university student, has been plagiarized.

What do you think is more likely?
a) John is guilty and has indeed committed plagiarism
b) John is innocent as a result of a false positive.

Answer:
There is a greater likelihood that John is innocent since it is more likely that John’s essay has been falsely determined to be plagiarized (5%) rather than the chance that John is guilty (2%). The percentage is determined by applying Bayes rule which is the probability of A (the actual plagiarism rate) / probability of B (the positive test result by the plagiarism detection software). In other words, .001 divided by .05 equals .02 or 2%. Students generally focus on John being the only one found plagiarizing when in fact there would be a group of 50 students (5% of 1000 students).